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Introduction  

Computer vision is a computer science branch leading to object detection by a computer. The development of 

computer science with the computer vision concept is based on how humans see objects with their eyes, then the 

objects are interpreted by the brain to be recognized. The process of detection and tracking is an important area in 

computer vision in different objects [1]. The implementation of this concept can be done for human object detection, 

image segmentation, estimation of human poses, video classification, and object movement tracking. The success of 

computer vision will provide impetus for new research focusing on finding methods that provide more efficient 

performance [2]. 

Face detection is one implementation of computer vision [3]. Face can be recognized by getting the coordinates 

of the face in the image. By performing face detection, we can obtain the position and size of the face in an image. 

The feature extraction subsystem functions to extract the features in the face area. The face recognition subsystem 

works for comparing the input face image with a group of faces in a database, so that finally we can determine the 

level of recognition of the face image. An issue that can be overcome by performing facial recognition is identifying 

facial fakes or deep fakes [4]. 

Deepfake is a technique for image synthesis in which a person in an image or video is replaced with another 

person's face [5]. Although the act of counterfeiting content is not new, there are many new technologies that make 

it difficult to distinguish between original and fake contents [6]. Deepfake utilizes machine learning and artificial 

intelligence techniques to manipulate or generate visual and audio content that is used to spread false information. 

Deepfake video creation also uses deep learning and other artificial neural network methods such as autoencoders or 

generative adversarial networks (GANs). In recent years, deepfakes have been used widely so that a system is 

needed to detect deepfakes to minimize news with forgery and hoax[7]. 

Research on deepfakes has been carried out by various researchers, using the CNN method and the matrix 

learning function. In this study, the method used would require large-scale video data [8]. Another research  used the 

Faster Region based Convolutional Neural Network (Faster R-CNN) method to identify facial fakes [9]. Pranjal 
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Abstract  

Deep-fake in videos is a video synthesis technique by changing the people’s face in the video with others’ face. Deep-fake 

technology in videos has been used to manipulate information, therefore it is necessary to detect deep-fakes in videos. This paper 

aimed to detect deep-fakes in videos using the ResNext Convolutional Neural Networks (CNN) and Long Short-Term Memory 

(LSTM) algorithms. The video data was divided into 4 types, namely video with 10 frames, 20 frames, 40 frames and 60 frames. 

Furthermore, face detection was used to crop the image to 100 x 100 pixels and then the pictures were processed using ResNext 

CNN and LSTM. The confusion matrix was employed to measure the performance of the ResNext CNN-LSTM algorithm. The 

indicators used were accuracy, precision, and recall. The results of data classification showed that the highest accuracy value was 

90% for data with 40 and 60 frames. While data with 10 frames had the lowest accuracy with 52% only. ResNext CNN-LSTM was 

able to detect deep-fakes in videos well even though the size of the image was small. 
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Ranjan et al [10] detected deepfakes in videos using CNN and Transfer Learning (TL). The dataset used came from 

video extracted into an image measuring 128*128 pixels. Furthermore, the data was classified in two ways, namely 

using CNN alone, and using CNN combined with TL. The detection results showed that the highest accuracy 

reached 86.49% for data classification using CNN and TL. 

This current research has differences from previous research in many ways. The deepfake identification process 

was carried out by combining several methods for the deepfake detection process. The feature extraction process 

was carried out using the ResNext Convolution neural network method and the classification process was carried out 

using the Long Short-Term Memory (LSTM) method. The system testing analysis process was carried out using two 

methods, namely blackbox and confusion matrix. With this research, various forgeries and hoax information 

circulating can be minimized. Besides that, it provides good accuracy analysis of the ResNext CNN and LSTM 

methods in identifying deepfakes. 

Method  

This research utilized two methods in the deepfake detection process, the feature extraction process using ResNext 
CNN. Furthermore, from the previous process, information was obtained that can be used as a reference in the 
classification process with the LSTM method. The evaluation process was carried out on two ways, namely from the 
functional way of the application and the performance of the methods used in the detection process. Each of these 
testing methods were blackbox and confusion matrix. 

A. Dataset 

The data used in this study was digital image. In deepfake detection, data wass obtained through data provider 
sites that have been widely used by previous researchers. The data would be used in making the model, besides that it 
was also used to evaluate the build system model. In general, research data was divided into 2, first was training data 
that was data to train and to build models and second was data testing which was the data sets used in testing models 
after the training process completed. The average length of all videos was 10 seconds with a standard frame rate of 30 
frames per second see in Figure 1. 

 

 

Figure 1. Dataset in deepfake detection 
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B. Research stages 

The research started by collecting data in the form of a video. The obtained data would go through the 
preprocessing stage. This process changed the data into a dataset form that can be accepted by the system. And then 
all unnecessary things and noise in the video were removed. Only the required portion of the video were saved. The 
results of the preprocessing would be stored and labeled as detected face markers. Furthermore, the labeled data 
would be converted into a binary image with the feature extraction process using the ResNext CNN method. After 
performing data extraction, the data was classified into categories of fake data or real data. The final step would be to 
carry out the process of analyzing the accuracy of the detection process with the confusion matrix method. Based on 
Figure 2 is research stages. 

 

Figure 2. Research stages 

C. Planning the Model 

 

Figure 3. Deepfake Model Planning 

1) Preprocessing 
Based on Figure 3 is Deepfake model planning. Preprocessing is the initial stage in object recognition by 

combining the concepts of digital image, pattern recognition, mathematics, and statistics. In the pre-
processing stage, the captured image was processed first to adjust in size and converted into a scale form that 
was suitable for training data and trial data focusing on the face. Frames without faces were ignored. The 
final process in preprocessing stage was storing the results of the faces that had been processed in the 
previous stage. Each video had an average duration of 10 seconds and was divided into 30 frames per second 
with a resolution of 112*112. 

2) Deepfake Detection Model  
In this study, a combination of methods would be used when performing deepfake detection. The 

combined methods ware the ResNext CNN and LSTM methods. The feature extraction process would be 
carried out by the CNN ResNext method while LSTM performed the classification. Data that has gone 
through the preprocessing process would be inputed into the model. 

a) ResNext Convolutional Neural Network (ResNext CNN) 
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Convolutional Neural Network (CNN) is a development of Multilayer Perceptron (MLP) designed to 
process two-dimensional data. CNN is included in the type of Deep Neural Network because of its high 
network depth and is widely applied to image data. In general, the convolutional layer detects edge features 
in the image, then the subsampling layer would reduce the dimensions of the features obtained from the 
convolutional layer, and finally passed them on to the output node through the forward propagation process 
[11][12][13]. 

𝑐
𝑖
 𝑓 𝑊 𝑏

𝑐

𝑡
 𝑏       (1) 

ResNext CNN is one of the optimizations of CNN in getting more optimal results. ResNext CNN is a 
method that has an advantage in maintaining computational complexity. It has good performance in 
reducing 6.7% errors in data processing [14]. This method has a simple design in extraction [15][16]. In 
this study the ResNext CNN method was used in the feature extraction process, the results of the extraction 
would be classified using the LSTM method. Feature Extraction process using ResNext CNN see in 
Figure 4. 

 

 

 

 

Figure 4. Feature Extraction process using ResNext CNN  

b) Long Short-Time Memory(LSTM)    

LSTM algorithm is a component widely used in the Recurrent Neural Networks (RNN). The algorithm 
can rely on its learning sequence on pattern recognition problems [17]. It has three states that help the 
network to reduce long term dependency data. It has three steps, forget step, input step and output step. The 
forget state was used to remove redundant or useless data. The input state functioned to process new data 
while the output step was to process input data with cell status. The formulas of the three steps can be seen 
below [18]: 
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3) Model Evaluation 
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Classification algorithm performance can be measured using a confusion matrix. There are several 
evaluation indicators that can be used. In this research, the indicators used were accuracy, precision, and 
recall. Accuracy described the percentage of correct classification of deep-fake video detection presented 
follows[19]: 
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The Confusion Matrix contains all the raw information about the predictions made by a classification model on a 
given data set. To evaluate the accuracy of model generalizations, it is common to use test data sets that are not used 
during the learning process of the model [20]. 

Results and Discussion  

Deepfake detection in this study was carried out using the ResNext CNN method with facial images extraction 
taken from the frame. Frame captures were done in stages with a 10-second video data set. Each frame was intended 
to get frames with different facial expressions or positions. In this study each video was analyzed based on the 
number of frames. The number of frames taken started from 10, 20, 40, 60. Each frame had different results which 
would be categorized into, true positive, false positive, false negative, true negative see in Figure 5, Figure 6 and 
Figure 7. 

 

 

Figure 5. True Positive Detector 

 

Figure 6. False Negative Detector 
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Figure 7. True Negative Detector 

Table 2. Table of Deepfake System Testing 

No Nama File 
10 frames 20 frames 40 frames 60 frames 

Label Label Label Label 

1 Video_1 Real Fake Fake Real 

2 Video_2 Fake Fake Real Fake 

3 Video_3 Real Fake Fake Fake 

4 Video_4 Real Real Fake Fake 

5 Video_5 Fake Fake Fake  Fake 

6 Video_6 Real Fake Fake Fake 

7 Video_7 Fake Fake Fake Fake 

8 Video_8 Real Fake  Fake Fake 

9 Video_9 Real Fake Fake Real 

10 Video_10 Real Real Real Fake 

… … … … … … 

99 Video_99 Fake Fake Real Fake 

100 Video_100 Real Fake Real Fake 

 

Based on system testing on 100 tested data, the TP, TN, FP, and FN values for each test were obtained, see in 
Table 2. In a video with 10 data frames, the accuracy was  52%, while precision and recall were 52% and 50% 
respectively. This value was obtained from TP of 25, TN of 27, FP of 23 and FN of 25. 

Accuracy = 
     

           
  

     

   
     

Precision = 
  

     
  

  

     
     

Recall = 
  

     
  

  

     
     

Table 3. Table of Testing Confusion Matrix 

Number of 

Frames 

Classification Results (%) 

Accuracy Precision Recall 

10 Frames 52% 52% 50% 

20 Frames  88% 88% 97% 

40 Frames 90% 90% 97% 

60 Frames 90% 100% 97%` 
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Based on the classification results in Table 1, the performance of CNN and LSTM was lowest on video data with 
10 frames with 52% accuracy. The accuracy of the ResNext CNN and LSTM methods increased on video with 20 
frames  reaching 88% and achieving stability on data video with 40 frames and 60 frames with 90% accuracy. It was 
similar with the value of precision and recall. Deepfake classification for data with 10 frames indicated lower 
accuracy, precision, and recall values than data with a larger number of frames, see in Table 3. 

Conclusion  

Deep-fake video detection highly recommended to be done to find out whether information is genuine or fake. It 

can prevent mistakes in making decisions. Deep-fake video classification was conducted by processing video data, 

training the classification algorithm, evaluating, and comparing the performance of the algorithm based on video 

data on deep-fake video and real video. ResNext CNN was used to process video data. In detecting deep-fake 

videos, the videos should be extracted into an image so that the image can be cropped to a smaller size, a size of 100 

x 100 pixels. This was to make the classification process easier. LSTM was the model used to classify image data 

and model performance needs to be tested using indicators of accuracy, precision, and recall. Classification results 

using ResNext CNN-LSTM showed that the highest accuracy was 90%, precision reached 100% and recall reached 

97% for data from 60 frames. While data from 10 frames of video had lower performance with 52% accuracy, 52% 

precision and 50% recall. Based on the experimental results, it can be concluded that the combination of ResNext 

CNN and LSTM produced high performance even though the image size was only 100 x 100 pixels. In addition, 

ResNext CNN-LSTM also had good performance on video data with 20 frames. 

For further research, it is better to explore the function of the LSTM to have more optimal performance. Some 

researchers have also explored certain facial features as datasets to include in models, for example eyes, nose, ears, 

or mouth so it is interesting to compare model performance between models trained with the entire face and models 

trained with partial facial features. 
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