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Introduction  

The rapid technological development due to globalization has spread worldwide and it changes human life. The 

presence of this technology makes everything easy and fast because many things can be done instantaneously. Many 

jobs have changed because of the technology, it even takes over some professions, research says that globalization 

related to the economic field can increase the unemployment rate, especially in Indonesia[1]. Even so, people can 

still take advantage of technological developments as a place to earn additional income. 

Many economic interactions have changed due to the technological advancement, one of which is trade. In the 

present time, many people offer their wares through social media platforms. Utilization of technology as a large 

platform to improve business strategies, one of which is by utilizing social media which is very superior in buying 

and selling products and services [2]. In its implementation, it is like traditional buying and selling process. The 

difference is only in the online interaction. Sellers and buyers do not meet in person. There are only pictures 

provided by the seller. If both agree, the goods will be sent immediately to the buyer. The use of technology to sell 

in this way has proven to be effective and is increasingly favored by many people, because they can buy goods such 

as smart phones only from home.  

The innovation of technological developments creates a special buying and selling platform or what is often 

called e-commerce which is a market share in the digital world. The presence of e-commerce that is not existed in 

conventional business practices offer many people to find it easy to sell their wares through e-commerce 

applications [3]. 

E-commerce supports economic development, but it has a weakness. One of them is that feedback given by 

buyers determines a business operation. In an e-commerce there is such a thing as a feedback and rating that can 
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Abstract  
Technological developments create new ways for people to trade, especially the discovery of new technologies that make people 

want to have the technology to trade. Technological sophistication creates a new way of trading, namely with e-commerce 

applications, but there are conditions where the seller cannot know the level of satisfaction from his customers and also the 

problems experienced by his customers if only seen based on the rating in the case. in buying and selling smartphones. From 

these problems, a solution emerged to create a system that can filter out negative and positive comments, this study uses 

machine learning using the K-Nearest Neighbors, SVM, Naive Bayes algorithm with hyperparameters taken from previous 

research. The researcher uses the ensemble learning method with the Voting Classifier technique, which is an algorithm to 

combine several algorithms made. From the results of testing the highest accuracy was obtained by SVM with an accuracy 

value of 91.18% while the ensemble learning method got an accuracy value of 89.22% but for SVM the difference in the value 

of training and testing accuracy was 7.1% while for the ensemble learning method the difference in training accuracy and testing 

is 4%. The conclusion of the research objective is that the ensemble learning method can help improve the performance of the 

algorithm for commenting sentiment analysis on smartphone products. 
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assist recommendations for other buyers. This will help the seller to be able to see feedback from his customers, on 

the other hand sometimes a rating assessment with comments does not match with the reality. There are many 

people who take advantage of it by flooding bad feedback to lower the rating of a certain business entity. This is 

mostly done in a smartphone. 

So from these problems the author is interested in analyzing comment sentiment on e-commerce applications. In 

the previous research on sentiment analysis on the Google Play Store with the SVM classification method (support 

vector machine) and maximum entropy classification indicated good accuracy on the SVM classification method[4]. 

Another research about sentiment analysis using SVM obtained good accuracy, so the authors were interested in 

using SVM classification for sentiment analysis[4]–[7]. 

This system development method also used several algorithms such as Naïve Bayes and K-nearest neighbor. In 

the previous studies Naïve Bayes worked well with small training data sizes[8], [9]. In addition, research on 

classifying tweet data, it was concluded that K-nearest neighbor had better accuracy than SVM[10]. 

For the current study, Ensemble Learning method with the Voting Classifier technique were combined with 

several classification systems to produce optimal results[7], [8], [11]. Thus, the results of the research model created 

can predict positive and negative sentences and separate the comments to calculate the percentage between negative 

and positive comments. 

Method  

In the system design process there were several steps that must be taken, in the sentiment analysis process flow 
shown in Figure 1. 

 

 

Figure 1. Sentiment Analysis Flow 
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A. Data Collection and Exploration 

The data collection can be taken from various sources such as sensor data, data collection from an institution or 
from the internet. 

In this study, data collection was taken from comments on e-commerce platforms, namely Shopee and Tokopedia, 
the data taken were 510 comments consisting of negative and positive comments. The number of data for each 
negative and positive was 255. In exploration, the chosen data was clear so it can be processed. 

B. Preprocessing 

Before the data was processed, the comments would go through a preprocessing stage. The first step was case 
folding in which the equalization of text into lowercase letters, then punctuation elimination to remove unimportant 
characters and punctuation marks. The last was cleaning words that did not have much impact on the sentiment of the 
sentence and this study used an Indonesian list. This study did not use stemming and lemmatization or changing 
words into basic words, because in the previous studies, the use of stemming and lemmatization did not provide a 
stable accuracy increase[12]. In fact, the time to complete a sentiment analysis increased up to 310 times. This was 
very bad because stemming can reduce the efficiency of sentiment analysis.  

C. Feature Extraction 

Feature extraction or vectorization is the stage to convert words into vector form, integers or floats. In word 
weighting, one of the popular techniques used is TF-IDF. The use of TF-IDF weighting could help in the 
classification process[13][14][15]. 

TF-IDF is taken from TF and IDF. It is a method to determine how far the terms are related to the document by 
giving each word a weight[15]. This weighting is the result of multiplying term frequency and inverse document 
frequency[16]. Term Frequency is equal to the number of times a word appears in a particular document. It is 
calculated as an Equation 1: 

 
    

                          

                       
 (1) 

Inverse Document Frequency is for a certain word equal to the total number of documents, divided by the number of 
documents containing a certain word. The entire term log is calculated to reduce the impact of division. It is 
calculated in the Equation 2: 

 

        
                         

                                       
 (2) 

D. Building Algorithm Model 

Making the model for this classification system used several predetermined algorithms, namely K-Nearest 

Neighbor, Naive Bayes and SVM. After making the three models, all models were combined with the ensemble 

learning method using the Voting Classifier technique to get the base majority of the three algorithms. 

 Super Vector Machine (SVM) 

SVM is an algorithm that is included in supervised learning. It works by looking for the best 

hyperplane by maximizing the distance between classes[5]. Hyperplane is a function that can be used 

to separate between classes. In this sentiment analysis research, SVM produced the best hyperplane 

when separating two categories, namely positive and negative. From previous research[5], SVM had 

high accuracy with linear kernel. 

 K-Nearest Neighbor (KNN) 

KNN is an algorithm that functions to classify based on learning data taken from the value of k closest 

neighbors[17]. Where k is the nearest distances. This algorithm works by finding a sample of k values 

that are closest to the k input sampel, and determining the decision results from the largest number of 

samples from k samples[5]. According to previous research[5], the value of k that is quite good to use 

is 20. 

 Naive Bayes 

Naive Bayes Classifier is classification method based on Bayes' theorem. It is a classification method 

using probability and a statistical method proposed by British scientists. It is to predict future odds 

based on past experience [18]. The advantage of using this method is that  only  a small amount of 

training data is required to determine the estimation parameter during the classification process [18]. 

The basic theory of the Bayes method can be formulated as follows Equation 3: 
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 ( | )   

 ( | ) ( )

  
 (3) 

 
Description: 

P(A|B) = occurrence probability of A if B occurs. 

P(B|A) = occurrence probability of B if A occurs. 

P(A) = occurrence probability of A regardless of any event. 

P(B) = occurrence probability of B regardless of any event. 

 

 Ensemble Learning – Voting Classifier 

Ensemble learning is a way of how an algorithm learns data using a combination of several algorithms 

or models to obtain output with greater accuracy [7][19]. Some ensemble learning methods that can be 

utalized are Voting, bagging, Boosting, and Stacking. In this research, the author used Voting. The 

Voting classification method is available in the scikit-learn framework. The method produced an 

output that would be combined with the average rule of probolity voting. Then, the class with high 

average score would be selected for the final result[19]. 

Results and Discussion  

At the testing stage, it was used to determine the performance of several models. The best performance can be 
implemented to filter negative and positive comments in e-commerce applications. According to previous research on 
making the KNN model, the best k value of 20 and for SVM was a linear kernel[5]. 

A. Dataset 

The data was taken from comments in Shopee and Tokopedia platforms about smartphone products. 510 data 
were collected, of which 255 were positive comments and 255 were negative comments. Dataset was publicly 
accessible on (https://github.com/notfound313/sentimen-analysis/blob/main/HP_K.csv). In this study, we  tested the 
model with 80:20 and 70:10 ratios of training and test data. Then the performance of each ratio of  data  was tested. 
An example of the data used is shown in Table 1. 

Table 1. Dataset Samples 

Label Komentar 
1 Mantapppp Original Masih segel Sesue deskripsi Fast respon 

Rekomended 

1 packing aman respon cepat 

0 tidak ada plastik buat hp nya garansi sdh sobek 

0 kecewa sama kurirnya aja kelamaan 

1 mantep puas banget 

 

B. Evaluationg 

To find out the performance, accuracy, recall, precesion and F1 Score were measured by the following equation. 
Based on Table 2 is Confusion Matrix. 

Table 2. Confusion Matrix 

Actual Class 

Predicted Class 

 Yes No 

Yes True Positive False Negatif 

No False Positif True Negatif 

 

Accuracy is one of the performance measurements using intuition. It is simply the ratio of correctly predicted 
observations to total observations[20]. Accuracy is a good measure, but it requires a symmetric dataset with 
approximately the same false positive and false negative values[13][20]. The formulation can be seen as follows 
Equation 4: 

 
          

     

           
 (4) 

Precision is the ratio of the correctly predicted positive observations to the total predicted positive 
observations[13][20]. It can be formulated as follows Equation 5: 
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 (5) 

Recall the number of correctly assigned users to the class the total number of users in the class[13][20]. Formulated as 
follows Equation 6: 

 
         

  

     
 (6) 

F1 Score is the weighted average of  Precision and Recall[13][20]. Formulated as follows Equation 7: 

 
          

                  

                
 (7) 

 In the test scenario, the data was divided  into train data and test data with the ratio 80:20 and 70:30. After the data 
was divided according to the  determined proportions, the data were weighted or transformed into vectors using the 
TD-IDF method. After that, the data was trained with existing models, namely SVM, KNN, Naive Bayes and 
combined with the Voting Classifier. Next, the metric accuracy, recall accuracy, and F1 score as scores for the built 
model’s performance evaluation. Below were the performance results of the  algorithm. 

Table 3. Dataset Ratio 80:20 

Algorithm Models Accuracy Recall Precision F1 Score 

SVM 91.18 % 94.12 % 88.89 % 91.43 % 

KNN 85.29 % 80.39 % 89.13 % 84.54% 

Naive Bayes 89.22 % 84.31 % 93.38 % 88.66 % 

Voting Classifier 89.22 % 86.27 % 91.67 % 88.89 % 

 

 In Table 3 the dataset is divided by a ratio of 80:20, the highest accuracy was by SVM with 91.18%. Naive Bayes 
and Voting Classifier obtained the same accuracy of 89.22% but Voting classfier getting F1 Score slightly higher than 
Naive Bayes and KNN obtained the smallest accuracy with 85.29%. 

Table 4. Dataset Ratio 70:30 

Algorithm Models Accuracy Recall Precision F1 Score 

SVM 94,77 % 96,05 % 93.59 % 94.81 % 

KNN 87,58 % 81.58 % 92.54 % 86.71% 

Naive Bayes 90,2 % 84.21 % 95.52 % 89.51 % 

Voting Classifier 92,16 % 89.47 % 94.67 % 91.89 % 

 

 In Table 4, the dataset ratio was 70:30, the pseudo-model increased accuracy and the highest accuracy was SVM 
with 94.77% and also the F1 score was almost the same, 94.81%. The Voting Classifier model obtained a higher 
accuracy than the previous Naive Bayes in the first test with 92.16% accuracy while Naive Bayes’s acuracy was 
90.2%. Although KNN’s performance was increase but the accuracy was lower than the previous three models, with 
only 87.58 % but its F1 score was almost the same as the accuracy value, 86.71%. 

 The next performance test would be seen from the accuracy score of the training process with training and testing 
data to evaluate the underviting or overviting occurrence in the designed model. The performance test can be seen in 
Table 5 and Table 6 as follows: 

Table 5. Score Accuracy with Ratio 80:20 

Algorithm Models Training set score Testing set score 

SVM 0.9828 0.9118 

KNN 0.8676 0.8529 

Naive Bayes 0.9142 0.8922 

Voting Classifier 0.9338 0.8922 

Table 6. Score Accuracy with Ratio 70:30 

Algorithm Models Training set score Testing set score 

SVM 0.9828 0.9118 

KNN 0.8676 0.8529 
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Algorithm Models Training set score Testing set score 

Naive Bayes 0.9142 0.8922 

Voting Classifier 0.9338 0.8922 

 

 In the tests listed in Table 5 with a ratio of 80:20 SVM had a high training score, 98.28% and low testing score, 
91.11%. The gap was 7.17% whereas the gap of other models was approximately 1-4%. KNN obtained the smallest 
value of the three models. The results of the next test shown in Table 6 with a ratio of 70:30. Some models’ 
performance increased but experienced underfitting where the training accuracy was smaller than testing. Compared 
to SVM, the overviting was higher in the second test than the first test. The overfitting decreased but of all the tested 
models, the Voting Classifier had almost the same training and testing scores with less than 1% difference. 

Visualization of the performance testing results between training and testing with a dataset ratio of 80:20 and 
70:30 can be seen in Figure 1 and Figure 2 below. 

As can be seen in Figure 1 and Figure 2, the performance of the Voting Classifier indicated a high and stable 
performance as shown in the training scores and test scores at ratios of 80:20 and 70:30 which were almost the same. 
SVM on the other hand achieved the highest performance of all algorithms but unstable whereas Naive Bayes, whose 
performance scores were still below the Voting Classifier. 

Figure 1 Visualization of Score Accuracy Ratio 80:20 

Figure 2 Visualization of Score Accuracy Ratio 70:30 
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Figure 3. Result of Voting Classifier  

The implementation of the designed system can be seen in Figure 3  generated from the Voting Classifier model. 
In Figure 4 the implementation of the program was successful in filtering comments and collecting them into positive 
and negative categories and calculating all comments based on positive and negative comments. 

 

Figure 4. Comment Filtering Results 

 

Conclusion  

This research designed a KNN model with a k value of 20 and for SVM using a linear kernel to classify negative 

and positive comments. It can be concluded that the accuracy of SVM had a higher value compared to KNN, Naive 

Bayes and Voting Classifier in the use of datasets with a ratio of 80:20 and 70:30. Its highest accuracy value reached  

94.77% in a ratio of 70:30. And for each model indicated an accuracy increase in the 70:30 ratio, where KNN got an 

accuracy of 87.58%, Naive Bayes got 90.2% and Voting Classifier had a big enough increase with 92.16%. In the 

test with a ratio of 80 :20 voting classifier accuracy had the same value as Naive Bayes with an accuracy of 89.22%. 

Although SVM showed high accuracy, SVM had a large overfitting with the gap difference between the training and 

testing accuracy scores was 7.17%. Compared to other models, the gap difference was below 4% in the ratio 80:20. 

At the ratio of 70:30, Voting Classifier show the accuracy difference between training and testing scores was below 

1%. This indicates that the Voting Classifier`s performance is better in studying data and helps in improving the 

algorithm model for classifying negative and positive comments on smartphone products compared to SVM, KNN 

and Naive Bayes. The system is also successful in examining customer satisfaction. 
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