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Introduction  

In this increasingly advanced digital age, data collection and analysis has become imperative for various 

organizations and industries. Performance evaluation is one of the critical aspects of effective business decision 

making [1]. In this context, a data clustering technique called K-Means Clustering has become popular as a tool for 

conducting group analysis and performance evaluation [2]. K-Means Clustering is a method of grouping data that 

focuses on partitioning data into groups that are close to each other based on the similarity of certain features or 

attributes [3]. This method has been used extensively in many fields, including finance, social sciences, computer 

science, and more. In the context of performance evaluation, K-Means Clustering can provide valuable insights into 

the classification and ranking of performance of individuals, teams, products, or business processes [4]. 

However, although K-Means Clustering has been widely used in performance evaluation, there are still challenges 

that need to be overcome. First, the use of this method requires selecting the right number of groups, which can be 

challenging for less experienced users. In addition, the selection of relevant features is also an important aspect in 

performance evaluation using K-Means Clustering. Selecting appropriate features can help identify relevant patterns 

in the data and produce more accurate evaluation results. Therefore, this study aims to overcome several challenges 

in performance evaluation by using K-Means Clustering [5]. 

Artificial Intelligence (AI) is a field within computer science that aims to create computer systems that can perform 

tasks that require human intelligence [6]. AI encompasses a wide range of approaches and methods, including machine 

learning, natural language processing, pattern recognition, logical reasoning, and robotics [7]. 

The process of analyzing employee absences is a complex and time-consuming task for organizations [8]. In facing 

this challenge, an efficient approach is needed to identify and understand employee attendance patterns. The use of 

artificial intelligence (AI), especially the K-Means Clustering method, is an attractive alternative [9]. This method 

allows grouping of employees based on similar attendance characteristics, enabling organizations to optimize 
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Abstract 

This study aims to apply the K-Means Clustering method using employee attendance data. The background of this research 

problem is to improve the understanding and management of employee attendance by identifying similar attendance patterns in 

different groups. Employee attendance impacts their morale, sense of responsibility, discipline, cooperation with supervisors or 

colleagues, and their level of productivity. The K-means Clustering method divides employees into groups based on their 

attendance patterns, to create groups with similar attendance characteristics. This research has important benefits in decision-

making related to human resource management, scheduling, and employee performance evaluation. The results of the study were 

measured using the Silhouette Coefficient, with a value of 0.3140272065284342, which shows a moderate level of accuracy in 

separating groups based on attendance patterns. Furthermore, the study also achieved a 100% truth value, signifying the success 

of consistent and accurate grouping. The main contribution of this research is the use of the K-Means Clustering method as an 

effective tool in analyzing the attendance of employees and providing valuable insights into managing employee attendance by 

understanding existing attendance patterns.  

https://jurnal.fikom.umi.ac.id/index.php/ILKOM/article/view/1455
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attendance management and identify potential problems. By implementing K-Means Clustering, organizations can 

improve operational efficiency and make more informed decisions in managing employee attendance [10]. 

Analyzing employee attendance data manually is often difficult and time consuming. Complex attendance patterns 

and large volumes of data make traditional analysis processes less effective [10]. In this case, the K-Means Clustering 

method can be an efficient solution. By implementing this algorithm, employees can be grouped according to their 

presence, revealing groups with similar attendance characteristics. This helps in identifying attendance trends, 

optimizing scheduling, and addressing attendance issues that may occur. The use of K-Means Clustering in employee 

absence analysis provides a smarter and more efficient approach to managing attendance in the work environment 

[11]. 

Adopting the K-Means Clustering method in analyzing employee attendance brings significant benefits to the 

organization [12]. By understanding existing attendance patterns, organizations can make better plans in terms of 

scheduling, redistribution of tasks, and developing policies regarding employee attendance. Additionally, by using 

clustering algorithms, organizations can identify and group employees with similar attendance patterns, enabling more 

effective monitoring and appropriate action. By implementing K-Means Clustering, organizations can improve 

operational efficiency, increase productivity, and create a more organized and effective work environment [13]. 

The Human resource management plays an important role in the reputation of any organization. Absenteeism at 

work, it affects productivity which is detrimental to the growth of the organization [14]. Due to the decrease in 

productivity, the financial status of an organization decreases drastically. Absenteeism is one of the factors that affect 

employee discipline. So, it is necessary to maintain regularity at work. Analyzing employee discipline is the overall 

responsibility of the organization to maintain its reputation in the industry [15]. This analysis is very useful in the 

appraisal of employee performance. There are many reasons for absenteeism at work. When analyzing individual 

discipline, it is customary to take into account all the reasons for absenteeism at work [16]. Machine learning 

algorithms can be used to analyze absences from job data. To analyze the nature of employee discipline failures based 

on various reasons for work absence, such as: 

1. Survey existing literature related to absenteeism at work. 

2. Study the impact on organizational productivity and economics. 

3. Analyze the discipline of individual employees based on various reasons for work absence. 

4. Compare different classifier models in analyzing individual disciplines to find out the best model suitable for 

analysis. 

This analysis plays an important role in the evaluation of employee performance over time and also in finding the 

failure rate of discipline in any organization; Organizations can incorporate better measures for human resource 

management, ultimately the effect of absenteeism on productivity aspects can be reduced. It uses five classifier models 

in analyzing data [17]. The performance of the models is also compared to find out the better model options for 

analysis. Five classifier models were used to analyze the attendance dataset. Bayesnet, Naivebayes, SMO, J48 and 

Multi-layer Perceptron models were implemented on the dataset and resulted in Bayesnet 95.5405%, Naïve bayes 

95.4054%, SMO 100%, J48 99.4595%, and Multilayer Perceptron 100% accuracy, respectively [10]. 

Professionals in the field of primary education have a high rate of sick absenteeism due to work-related diseases, 

ranking among the first positions in Brazil [18]. Among the main diseases are voice disorders, diseases of the 

respiratory and musculoskeletal systems, as well as mental and behavioral disorders. Mental health-related 

notifications have recently increased, as has the case of the state of São Paulo. The working conditions these 

professionals face, with long working days, large classes and lack of recognition, tend to add to the problem, with 

direct consequences in the personal lives of teachers [19]. However, there are still few indicators that analyze the 

condition of teachers at every level of primary education, from early childhood to high school, areas that show 

differences and specificities in work contexts. Studies that seek to produce indicators usually use aggregate values 

from different stages of primary education or are based on surveys in specific areas that depend on the actions of 

respondents, and can incur high operational costs [20]. This study aims to predict the risk of absenteeism due to 

morbidity of teachers working in early childhood education in urban public schools, using machine learning algorithms 

and predict cases of sickness absenteeism in public school teachers using machine learning using public data [21]. 

build a predictive model capable of estimating the risk of absenteeism of early childhood education teachers working 

in municipal public schools, taking into account all citizens in the state of São Paulo, using artificial intelligence and 

machine learning algorithms known for high performance, especially in the health field.  
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The study contributes to more assertive predictions in the field of public health and worker health, allowing to 

monitor and help prevent the absence of these workers due to morbidity. Cross-sectional study to predict the risk of 

work absenteeism due to morbidity (work-related illness or disease) in teachers working in early childhood education 

(preschool period) of the entire public network of the state city of São Paulo, using secondary, public and anonymous 

data. Classified in RAIS with CBO. For the preprocessing and loading data stages, we use the MS SQL Server 

Database Manager system. To analyze the data and build predictive models, we used R software. Five machine 

learning algorithms were developed: logistic regression, decision trees, random forest, XGBoost and artificial neural 

networks and had an accuracy of 71.52% [21]. 

Human resources are valuable assets for an agency [22]. The success of an institution is determined not only by 

the quality of its human resources, but also by the level of discipline. The discipline of an employee in an agency can 

be seen and measured from the level of attendance in doing a job, because the level of attendance is one of the factors 

that determine productivity [23]. The problem that exists today is the level of company management that has difficulty 

in monitoring and controlling employee attendance data. There needs to be mapping and grouping to figure out the 

pattern of absenteeism [21]. The mapping or pattern obtained helps the management to monitor employees, approach 

and take action so as to improve employee discipline. This study aims to categorize the groups of attendance and 

heavy delay, attendance and late as well as absenteeism and delay that are still at normal levels. Grouping into 

categories whether employees are included in the group of attendance and severe delay, sufficient attendance and 

delay and absenteeism and delay that are still at normal levels. The patterns and knowledge gained will help the 

management level to monitor, approach and take action so as to improve work discipline. With the cluster, it can be 

known the pattern of employee absenteeism based on severe, moderate and normal absenteeism groups. Descriptive 

modeling with the application of the kmeans clustering method [24]. 

This study will propose an innovative approach to selecting the optimal number of groups and selecting relevant 

features to increase the accuracy and usefulness of the evaluation results. It is hoped that this research can provide 

practical guidance for business decision makers in using K-Means Clustering for more effective and efficient 

performance evaluation. 

Method  

The research flow followed on Figure 1 for this study was the first to collect attendance data which included 

information on employee attendance. This data includes attendance date, entry time, return time, and other related 

attributes. Furthermore, the preprocessing process is carried out to clean and prepare the data before analysis. This 

process includes removing duplicate data, handling missing or incomplete data, and transforming data when necessary. 

After the data is ready, the K-Means Clustering method is implemented. This algorithm divides employees into groups 

based on similar attendance patterns. This grouping is done by calculating the distance between each data point to the 

nearest cluster center. After the clustering process is complete, the results are evaluated and further analyzed to 

understand the characteristics and interpretation of each group formed. Thus, this study includes data collection 

attendance, data preprocessing, implementation of K-Means Clustering, and analysis of the resulting results. 

 

Figure 1. Research Flowchart 

Finally, complete content and organizational editing before formatting. Please take note of the following items when 

proofreading spelling and grammar: 

A. Dataset 

The dataset used in this study consists of attendance records, comprising 368 data samples collected over two 

periods: September to October 2020 and January to February 2021, spanning a total of six months. The attendance data 

for each educational staff member ranges from a minimum of 0 to a maximum of 26 days per month. This dataset is 
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utilized to predict the absenteeism of educational staff in the subsequent year. The attendance data is categorized into 

two types: effective and reduction. "Effective" refers to the actual days attended by the educational staff within a month, 

while "reduction" indicates the days the staff were absent within the same period. The total of these two categories 

equals 26, representing the maximum possible attendance days in a month. 

B. K-Means Clustering 

K-means clustering is a data analysis method used to group a set of data into k groups (clusters) based on similarity 

of attributes [3]. The main goal of k-means clustering is to minimize variance within each group and maximize similarity 

between data points within the same group [2]. The k-means clustering algorithm works with the following steps [25]: 

1. Initialization, Specify the desired number of k groups. Select k random points as the starting position of the 

centroid, representing the center of each group. 

2. Assignment, For each data point in the dataset, calculate the distance between that data point and each centroid. 

Assign the data point to the group with the closest centroid. This is usually done using Euclidean distances. 

3. Update centroid, Once all data points are placed in a group, recalculate the centroid position for each group by 

taking the average of all data points in that group. This new centroid position will be the central point 

representing the group. 

4. Repeat steps 2 and 3 until convergence is reached, i.e. there is no change in the placement of data points or the 

number of iterations has reached the maximum limit. At each iteration, data point placement and centroid 

position are updated to optimize clustering. 

5. Output, Once convergence is achieved, the algorithm will generate clusters with centroid positions representing 

those groups. 

K-means clustering has several advantages, such as being simple and easy to implement, efficient in grouping big 

data, and can be used for various types of data [27]. However, this algorithm also has some drawbacks, such as being 

sensitive to centroid initial initialization and prone to achieving optimal local solutions [28]. In practice, k-means 

clustering is often used in data analysis [29], consumer clustering [2], market segmentation [30], pattern recognition 

[31], and data compression [32]. 

C. Evaluation 

Evaluating the effectiveness of clustering algorithms through cluster quality analysis using the silhouette score 

entails finding the ideal number of clusters based on the silhouette coefficient. The quality of clusters is assessed by the 

silhouette coefficient, which takes into account how closely packed and distinct data points are within each cluster. 

Results 

A. Processing Data Clustering with K-Means 

This stage performs the process of grouping with the K-means algorithm from 368 data. The grouping results 

produce 4 data clusters. Table 1 shows the resulting cluster data with membership in each segment. Referring to table 

3 that the average attendance for each cluster. 

Table 1. Data cluster 

Cluster Average Attendance 

1 16.4 

2 13.7 

3 9.8 

4 2.75 

 

B. Experimental Results 

The following is a visualization of the distribution of attendance data on the Figure 2 with a total of 368 data using 

K-means Clustering using 4 data clusters, including: 
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Figure 2. Data visualization 

From the test results on Figure 3 using silhouette coefficient against all education staff attendance data, it can be 

seen that cluster 0 has a silhouette coefficient value, which is close to 0.6 with a structured value, cluster 1 has a score 

of 0.5 with a structured value, cluster 2 with a score of 0.5 with an unstructured value because it is close to -0, while 

cluster 3 with a score of 0.5 has an unstructured value of close to -0.1. Each cluster has a score of 0.5 and 0.6, where 

the score in this category has a medium structure predicate. 

 

Figure 3. Silhouette coefficient results 

Testing the validity of the system in this study used expert judgment testing. Where, testing is carried out by 

comparing the results of the system with the results of manual calculations, namely if the results of the system and 

manual are the same, it can be categorized as "Appropriate" and if not the same it will be categorized as "inappropriate". 

S is mean system and M is mean manual. The results we can see on the Table 2. 

Table 2. Expert Judgment Testing 

ID Respondent 
Cluster Results Results Validation 

S M   

1 Respondent 1 C1 C1 
Highly 

Effective 
Appropriate 

2 Respondent 2 C2 C2 effective Appropriate 

3 Respondent 3 C4 C4 Less Effective Appropriate 

4 Respondent 4 C2 C2 effective Appropriate 

5 Respondent 5 C3 C3 Quite Effective Appropriate 

6 Respondent 6 C2 C2 effective Appropriate 

7 Respondent 7 C3 C3 Quite Effective Appropriate 

8 Respondent 8 C1 C1 
Highly 

Effective 
Appropriate 
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ID Respondent 
Cluster Results Results Validation 

S M   

9 Respondent 9 C3 C3 Quite Effective Appropriate 

10 Respondent 10 C4 C4 Less Effective Appropriate 

 

From the test results using expert judgment above, the presentation of the truth value of the results obtained will be 

calculated, it can be concluded that the truth value of expert judgment testing obtained a presentation value of 100% 

with the appropriate category. 

Discussions 

K-means clustering is one of the methods used in cluster analysis or data clustering. The purpose of K-means 

clustering is to divide a certain amount of data into interconnected groups based on similarity of features or attributes 

[2]. The end result of K-means clustering is the division of data into groups that optimize the distance between the data 

and the centroid within each group [26]. K-means clustering can be used in areas such as data analysis, pattern 

recognition, and customer segmentation. The results of K-means clustering for attendance data employees can focus on 

the interpretation of the groups formed, the characteristics of each group, and the practical implications that can be 

taken from the clustering results. Based on the analysis of K-means clustering on the attendance data employees, it can 

be seen that several groups have formed that divide employees based on their attendance patterns. These groups can 

provide useful insights in further understanding employee attendance in the organization. One of the groups identified 

is the group of employees with very consistent and regular attendance. They are fully present in every work schedule 

and show a high commitment to their duties and responsibilities. This can be a positive reference in the management 

and appreciation of employees who have a good attendance rate. In addition, there are groups of employees with varied 

attendance patterns and more flexibility. They may have an presence that is affected by factors such as project schedules 

or specific tasks that require flexibility. The management of this group can involve setting a more dynamic schedule 

and understanding the needs of individuals in completing their tasks. Another group that emerged was the group of 

employees with inconsistent attendance. Their attendance patterns tend to be unstable and can affect team productivity. 

In this case, further investigation is needed to understand the causes of attendance instability and take appropriate steps 

to improve employee discipline and accountability in carrying out their duties. By understanding employee attendance 

patterns in these groups, Company management can take more effective actions in schedule planning, performance 

management, and policy development as appropriate to ensure optimal attendance and organizational efficiency. 

Research [27] presents an intelligent attendance system that extracts distinguishable individual phase characteristics 

to enable the recognition of various targets. The frequency distribution histogram is extracted as a fingerprint and the 

K-means grouping method is used for target recognition with similar features. The results of the system evaluation 

show the efficiency and accuracy of the system with an average accuracy of 92%. In addition, the evaluation of the 

system shows that the design is strong against the differences in clothes worn and the time of day, which further verifies 

the success of the system's performance. Educational Data Mining (EDM) is a new and growing area of research that 

uses data mining techniques to extract useful information about the progress behavior of employees or students [28]. 

Data mining techniques are used to forecast and evaluate students' academic performance based on their academic 

record and participation in forums. The current study seeks to consider the factors that contribute to the improvement 

of students' academic achievement in Pakistan. Simple and parallel grouping techniques are implemented and analyzed 

to show their best features. The Parallel K-Mean algorithm overcomes the problem of a simple algorithm and the result 

of the parallel algorithm is always the same, which improves the quality of the cluster, the number of iterations, and the 

elapsed time. The proposed study is more useful for sorting scientific research data, since the statistics of scientific 

research data are more accurate. Attendance is an important part of educational institutions, industry, and workplaces, 

and is usually done manually [9]. This paper proposes a system that marks student or employee attendance by 

recognizing their faces and creating attendance sheets automatically [29]. The accuracy rate of face recognition is 

affected by changes in illumination, posture, expression, and occlusion. The rules of the K-means clustering algorithm 

are used to research facial expressions, and the biometric features of the face units are extracted. SVM methodology is 

used to classify image features, and reports are generated for interpretation. The Assembly Line Worker Assignment 

and Balancing Problem (ALWABP) is an important research topic originating from sheltered work centers for persons 

with disabilities. It is important to hire temporary workers to fill labor shortages, and the movement of workers between 

stations on the assembly line can increase the flexibility of worker assignment. This study investigates new risk aversion 

ALWABP with uncertain availability of disabled workers, limited temporary workers, and mobile workers. A risk-

averse, two-stage stochastic programming model was formulated to assign specific tasks to stations, while a genetic 
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algorithm combining the K-means clustering approach and variable environment search (GAKV) was designed. The 

experimental results showed the advantages of GAKV in terms of solution quality and computational time compared 

to sample average approximation (SAA). In addition, managerial insights are drawn. 

Table 3. Competitive results 

Author Years Amount of Data Methods Accuracy 

[30] 2018 672 Improved entropy 

weight method and 

K-Means cluster 
algorithm 

N/A 

[10] 2020 740 Bayesnet, Naïve 
bayes, SMO, J48 

and Multi-layer 

Perceptron 

It is observed that 
SMO and multi-

layer Perceptron 

models are the best 

models suitable for 
analysis with 100% 

accuracy. 

 

Bayesnet 
(95.5405%), 

Naivebayes 

(95.4054%), 

J48 (99.4595%), 
Multi-

layerPerceptron 

(100%) 

[31] 2021 740 K-Means Clustering N/A 

[32] 2022 26,741 K-Means Clustering 90.20% 

[13] 2022 250 
Fuzzy K-Means 

Clustering 
N/A 

Proposed 

Model 
2023 368 

K-Means 

Clustering 
68.60% 

Conclusion  

Based on the results of the K-means Clustering method applied to the problem of grouping the attendance 

employee with a truth value of 100% and an accuracy rate using a Silhouette Coefficient of 0.3140272065284342, it 

can be concluded that the success of achieving a 100% truth value shows that grouping the attendance personnel using 

the K-means Clustering method is very effective. This suggests that groups formed based on attendance patterns have 

clear and consistent separations. The accuracy rate measured using Silhouette Coefficient of 0.3140272065284342 

shows that grouping attendance employees using K-means Clustering has a moderate success rate. The Silhouette 

Coefficient measures the degree to which each data matches its own group compared to other groups. The higher the 

Silhouette Coefficient value, the better the separation between groups. Although the accuracy value is 68.60% can 

still be improved, the use of K-means Clustering provides valuable insight in grouping the attendance employee. 

Similar attendance patterns are grouped together, and separation between groups can help management to take 

appropriate action in attendance management and related policy development. 

As a future work related to grouping the attendance employee using the K-means Clustering method, here are 

some things that can be considered: 

1. Explore Additional Features. 

Consider incorporating additional relevant features in the analysis, such as employee demographic data, work 

performance data, or other data that can provide a more comprehensive understanding of attendance patterns. 

The use of additional features can improve the accuracy and understanding of the resulting grouping. 

2. Evaluate Other Metrics 

In addition to the Silhouette Coefficient, can evaluate other clustering metrics, such as the Calinski-Harabasz 

Index or Davies-Bouldin Index. Using a variety of evaluation metrics can provide a more complete perspective 

on the quality and success of the resulting grouping. 

3. External Validation 
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Perform external validation by involving domain experts or related management to verify the clustering results 

and ensure that the groups formed have meaningful interpretations and can be used in better decision making. 

4. Solution Implementation and Impact Evaluation 

After getting better grouping results, future work can involve implementing solutions and evaluating their impact 

on employee attendance management. This evaluation may involve further monitoring and analysis to assess the 

effectiveness and sustainability of the resulting grouping. 

Developing further research in these matters can help improve the understanding and use of clustering methods 

for grouping of attendance employee, as well as gain deeper and practical insights for decision making and human 

resource management. 
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