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Introduction 

The Toraja buffalo, known locally as ‘Tedong’, has unique characteristics that set it apart from other buffalo 
breeds. In the cultural aspect, buffaloes are very important animals in every traditional ceremony of the Tana Toraja 
people [1]. The Rambu Solo ‘ceremony (death feast) and Rambu Tuka’ ceremony (thanksgiving feast) have buffaloes 
as animals that must be offered to the ancestors. The central role of buffaloes in various traditional ceremonies in the 
life of the Toraja people is also influenced by the social strata of the Toraja people [1], [2]. Torajans believe that 
buffaloes are the most highly stratified animal among other livestock. Therefore, it has a high social value that affects 
the economic value of the animal. Economically, the Toraja buffalo is a valuable asset [3], [4].  

Toraja buffaloes have several varieties that are distinguished by skin colour and body pattern [5], [6]. The Toraja 
people divide these varieties of Toraja buffalo into several types. Each buffalo variety has a varied economic level. 
Generally, the most commonly found Toraja buffaloes are black buffaloes with varied horn shapes [7]. However, in 
the higher castes of society, especially in the sapu randanan ceremony which is the highest level of rambu solo' 
ceremony, buffaloes with albino varieties are commonly found in the ceremonies of Torajan indigenous people in this 
caste [3], [4], [7]. In addition to the albino physical characteristics, the colour of the horns of this type of buffalo with 
fantastic economic value has a unique colour that is different from the type of buffalo commonly found in traditional 
ceremonies of the Toraja people [8], [9].  

In recent years, the field of image classification has seen rapid progress through the proliferation of deep learning 
techniques. Among these techniques, the Convolutional Neural Network (CNN) has proven to be very effective for 
analysing visual data due to its ability to extract important features from images in an efficient manner [10], [11],[12]. 
Various approaches are being taken to obtain more in-depth information from this digital data [13], [14]. Early 
recognition of diseases, identification of movements, and identification of plants and animals through image data have 
been developed along with the development of existing science and technology [15]. Various approaches through a 
series of researches carried out by previous studies, form special modelling on certain image data [16]. A series of 
mathematical approaches such as the Convolutional Neural Network (CNN) [17], Support Vector Machine (SVM) 
[18], [19], Hypergraph Learning (HL) [20], to Extreme Learning Machine (ELM) [21] are a series of approaches used 
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Abstract 

Convolutional Neural Networks (CNNs) represent the primary methodology in the advancement of intelligent systems and 

technologies. The capacity to transition from prediction to categorization establishes CNNs as the primary benchmark in the 

advancement of deep artificial intelligence. This study use CNN implementation to categorize photos of Torajanese buffalo. The 

Torajanese buffalo is a distinctive animal species belonging to the Bos bubalis family, integral to the lives and culture of the 

Torajanese people residing in northern South Sulawesi. This species is integral to the culture, deeply intertwined with several 

traditional practices of the community. This renders the species distinctive for more investigation. The distinctiveness of the 

buffalo's style, coloration, and form differentiates them from one another. This study use Convolutional Neural Networks (CNNs) 

as the primary method to categorize Torajanese buffalo species using head photos and markers derived from local knowledge. 

This research employs InceptionV3, DenseNet, and Xception as primary architectures, each with variations corresponding to 10, 

50, and 100 epochs, therefore enhancing the study. The findings of this investigation indicate that the InceptionV3 architecture 

has commendable performance across both versions, achieving an average AUC-ROC score of 0.96, although with increased 

execution time. Nonetheless, the DenseNet architecture demonstrates superior performance in its optimal configuration, achieving 

flawless accuracy; nonetheless, it incurs the most processing time for the frontal view of the Torajanese buffalo head test case. 

The results of this study show that the InceptionV3 architecture has good performance 

on the two versions of the architecture. However, the DenseNet architecture shows the 

best performance on the top version of the architecture with a perfect accuracy rate on 

the frontal view of the toraja buffalo head test case. 
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in research related to digital image processing. This approach generally aims to develop a machine that can study the 
patterns and characteristics of image data to obtain in-depth information from the data [22].  

However, studies related to the identification of image objects based on the acquisition of knowledge 
philosophically through the acquisition of knowledge from local communities have not been found. So many aspects 
can still be explored further. For example, in the case study of this research, which aims to identify the type of buffalo 
in the culture of the Tana Toraja people through philosophical knowledge that has a different perspective from science. 
This research is expected to explore these aspects based on academic publications with the aim of building 
comprehensive knowledge as a contribution to science in the processing of digital image data for the classification of 
compound multilabel objects. Identifying and classifying Toraja buffalo appropriately using modern approaches 
through technology can make a significant contribution to the conservation and management of these genetic 
resources. In-depth research on the morphological and genetic characteristics of Toraja buffalo not only helps in the 
conservation of this species but also in increasing comprehensive understanding to maintain the cultural and economic 
sustainability of the local Toraja community.  

Method  

This research encompasses multiple phases: data acquisition, data preprocessing, data modeling, data 
classification, and models performance evaluations The subsequent figure illustrates each of these stages by Figure 
1. 

 

 

 

 

 

 

 

Figure 1. Research Design 

A. Data Acquisition 

Data Acquisition is a phase carried out with the aim of digitizing the actual conditions of the research subject, 
allowing the generated digital data to be processed and analyzed using automated methods. These images can be 
obtained through direct field surveys. The dataset collection involves the use of high-resolution cameras to take frontal 
photos of Toraja buffalo, resulting in images that clearly display the buffalo's head and horns. The Toraja buffalo are 
photographed with high-resolution cameras from an average distance of 1.5 meters in clear weather from morning to 
afternoon to ensure optimal lighting during data collection [23]. Each obtained image is then categorized according to 
the distinctive characteristics of each Toraja buffalo variety. The labeling method will significantly impact the 
effectiveness of the CNN model in recognizing and categorizing images according to the assigned labels. A 
sufficiently large volume of data is also very important at this stage. Increasing the volume of data enhances the 
model's ability to identify existing patterns and attributes. Therefore, an effective data collection approach will be 
important in ensuring the availability of adequate data for model training. The dataset is shown in Figure 2. 

   

(a) Non-Albino Flat Horn (b) Non-Albino Curve Horn (c) Non-Albino Sigmoid Horn 

   

(d) Albino Inverse Horn (e) Albino Flat Horn (f) Albino Curve Horn 

Figure 2. Toraja Buffalo Classified Label 
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B. Data Preprocessing 

In order to ensure that the visual data utilized for model training is in optimal shape. This procedure encompasses 
multiple essential stages, including noise elimination, contrast augmentation, high-level compression, and image 
scaling. Noise removal seeks to eradicate undesirable disturbances in the image, including spots or other artifacts that 
may hinder analysis [24]. Contrast enhancement is executed to emphasize significant features of the image [25]. 
Subsequently, high-level compression is applied to the images, as data obtained from high-resolution cameras 
generates substantial file sizes [21]. This compression employs WebP technology, yielding considerable reductions in 
file size without sacrificing image resolution. Additionally, resizing the images guarantees uniform dimensions in 
accordance with the input specifications of the CNN model. This study involves cropping image data from a 16:9 
aspect ratio to a 1:1 aspect ratio. Data augmentation constitutes a component of the pre-processing phase. This 
approach entails altering the source photos to provide supplementary variations, including rotation, flipping, and 
zooming [26],  [27]. The primary dataset is augmented by randomly rotating the photos at varying angles. Furthermore, 
a flipping procedure is applied to the dataset, generating new data by horizontally inverting the picture data, while 
data augmentation is executed through zooming, which involves randomly increasing the existing data to create 
additional data. This efficiently enhances the volume of training data and fortifies the model against variances in data, 
including discrepancies in perspective or lighting conditions. The outcome of this phase is a compilation of datasets 
comprising source data and enriched data [28]. The outcomes of this data preprocessing are displayed in Figure 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) Data Source (b) Preprocessing Result 

Figure 3. Data Preprocessing Outcome 

C. Deep Learning Convolutional Neural Networks 

Convolutional Neural Networks utilize the fundamental principles of Neural Network algorithms, incorporating 
additional layers. CNN employs convolutional layers to process spatial information in images, whereas fully 
connected layers has the capacity to retain information from multilabel image data [29], [30]. Selecting the appropriate 
CNN architecture is essential for attaining best outcomes [31]. This study employs the architectures InceptionV3 [32], 
DenseNet [33], and Xception [34]. The transfer learning method is utilized to reduce training duration and enhance 
model accuracy, as the pre-trained model has acquired the ability to identify many common features in images [35]. 
The successful execution of this phase will allow the system to autonomously detect and categorize Toraja buffalo 
accurately. The architecture of Convolutional Neural Networks (CNNs) is illustrated in Figure 4. 

 

 

Figure 4. CNNs Architecture & Visualization 
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D. Evaluation 

To evaluate the model's efficacy in multilabel image classification, the final stage is model evaluation. It is crucial 
to conduct this evaluation in order to ensure that the model that has been developed delivers reliable and optimal 
performance. This study employs accuracy, precision, recall and the AUC-ROC (Area Under the Curve-Receiver 
Operating Characteristic) evaluation metric to evaluate the model's ability to differentiate between classes. A test dataset 
that is distinct from the training dataset is used to evaluate the model to prevent it from overfitting [36], [37], [38].  

The proportion of all predictions both positive and negative that model got correct defined as accuracy with this 
formulations below. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (1) 

Where TP stands for true positive, TN for true negatives, FP stands for false positive and FN for false negative. 
Other metrics that we used to measure out of all predictions of a positive class, the percentage that were actually correct 
are precision that formulated below. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 

Subsequently, evaluation metrics to calculate out of all actual positive sample, the percentage the model correctly 
identifies or sensitivity of the model are recall with formulation. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

For plotting the true positive rate against the false positive rate for different detection thresholds and summarize it 
as a single value that representing probability of the models that ranks a random positve instance higher than a random 
negative instance with AUC-ROC approach [39]. 

𝐴𝑈𝐶 − 𝑅𝑂𝐶 =   ∫ 𝑇𝑃𝑅(𝐹𝑃𝑅−1(𝑥))𝑑𝑥
1

0
 (4) 

Which TPR is True Positive Rate and FPR is False Positive Rate that can be defined with this formulations below. 

𝑇𝑃𝑅 =  
𝑇𝑃

𝑃
 (5) 

𝐹𝑃𝑅 =  
𝐹𝑃

𝑁
 (6) 

That TP stands for True Positive (number of correct positive predictions), P for Positive, FP for False Positive 
(number of incorrect positive predicition) and N for Negative. 

Results and Discussion  

This study yields pre-trained Convolutional Neural Network (CNN) models using several CNN architectures, such 
as InceptionV3, Xception, and DenseNet. The CNN models were executed under many situations, specifically test 
scenarios using train-test data ratios of 50:50, 60:40, 70:30, 80:20, and 90:10, alongside model training scenarios 
utilizing 10 epochs, 50 epochs, and 100 epochs to identify the optimal model from diverse architectures. Multiple 
iterations of these situations are used to evaluate the efficacy and performance of the CNN model in recognizing study 
subjects. This research performed performance testing on many architectural kinds, with the performance of each design 
at the peak point shown in Figure 5. 

   

(a) InceptionV3 Architecture (b) DenseNet Architecture (c) Xception Architecture 

Figure 5. CNNs Architectures Metrics Chart 
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This research case study presents a graph depicting the training results of the InceptionV3 architecture model, along 
with a compilation of test scenario tables that demonstrate commendable performance, characterised by increasing 
accuracy and decreasing loss during the training process. The tables below display each testing phase. 

Table 1. InceptionV3 Testing Result 

Versi Model Acuracy Percision Recall AUC-ROC Time(s) 

InceptionV3.5s.10e 0.08 0.95 0.34 0.92 52.53 

InceptionV3.10s.50e 0.91 1 0.94 1 11.20 

InceptionV3.15s.100e 0.95 1 0.96 1 10.38 

 
The evaluation results table indicates that the InceptionV3 model, using 5 steps and 10 epochs, has a poor accuracy 

rate of 8% in identifying Toraja buffalo photos. Consequently, the model version exhibits a 95% gain in accuracy after 
a decrease in batch size during an iteration that enhances both the number of steps and epochs in the training process. 

Table 2. DenseNet Testing Result 

Versi Model Acuracy Percision Recall AUC-ROC Time(s) 

DenseNet.5s.10e 0.03 1 0.24 0.86 38.68 

DenseNet.10s.50e 0.86 0.98 0.92 1 17.39 

DenseNet.15s.100e 1 1 1 1 18.13 

 
The architecture evaluation table indicates that the DenseNet model version, using 5 steps and 10 epochs, has a poor 

accuracy of 3% in identifying Toraja buffalo photos. Consequently, the model version exhibits a rise in accuracy to 
100% after a decrease in batch size during an iteration that enhances the number of steps and epochs in the training 
process. 

Table 3. Xception Testing Result 

Versi Model Acuracy Percision Recall AUC-ROC Time(s) 

Xception.5s.10e 0.06 0.94 0.32 0.88 32.71 

Xception.10s.50e 0.81 1 0.88 0.99 10.54 

Xception.15s.100e 0.90 1 0.93 0.99 7.16 

 
The evaluation results table indicates that the InceptionV3 model, using 5 steps and 10 epochs, has a poor accuracy 

rate of 8% in identifying Toraja buffalo photos. Consequently, the model version exhibits a 95% accuracy gain after a 
decrease in batch size during an iteration that enhances both the number of steps and epochs in the training process. 

 Figure 6 below compares the performance of the architectures across each version, illustrating that the 
InceptionV3 architecture in the 5s10e version achieves the highest AUC-ROC value, followed closely by the Xception 
architecture in the 10s50e version, which exhibits marginally inferior performance compared to the other architectures. 
In the 15s100e version, all architectures exhibit identical AUC-ROC performance values. 

Figure 6. CNNs Comparison Result 

  

(a) AUC-ROC Comparison by Model and Version (b) Execution Time Comparison 
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Conclusion  

The dataset optimisation procedure is conducted in many phases. The first phase of the dataset experiences a high-
level compression procedure that maintains picture resolution using WebP, then converting the images to the JPG 
format. A cropping procedure with a resolution of 512x512 pixels is executed. The dataset is augmented using several 
techniques, including rotation, pinching, zooming, and contrast manipulation. The dataset optimisation process occurs 
in several phases. The first phase of the dataset experiences a high-level compression procedure that maintains picture 
resolution using WebP, then converting the images to the JPG format. A cropping operation with a resolution of 
512x512 pixels is executed. The dataset is augmented using several techniques, including rotation, pinching, zooming, 
and contrast manipulation. The performance outcomes of multiple evaluated architectures indicate that the 
InceptionV3 model consistently attains elevated accuracy levels across different iterations, surpassing other 
architectures, although the top version of the DenseNet architecture exhibits flawless performance. 
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